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RESULTS

BACKGROUND

* Evaluating and learning from feedback is essential to ERPs ACROSS PARADIGMS: RewP and P300

maximize gains and minimize loss.
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* We expected RewP enhancement following rewards 2 FEEDBACK VALIDITY IN THE REVERSAL PARADIGM: RewP and P300

and associations between ERPs across paradigms.
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GUESSING PARADIGM: RewP amplitudes differed within task depending on feedback valence but not across tasks. (Fig. 18 2)
Doors Task Doors positive feedback > Doors negative feedback
* Learning positive feedback > Learning negative feedback
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LEARNING PARADIGM:

: P300 amplitudes differed across tasks depending on feedback valence. (rig.1& 2)
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DISCUSSION & CONCLUSION
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